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Abstract 
In  this paper we study a scheme that allows a 

smooth increase of the capacity of a cellular system for 
circuit-switching b y  applying cell-partitioning and us- 
ing dynamic channel allocation techniques. A bound 
is computed for this reuse partitioning scheme that 
gives the maximum theoretical gain accomplished in 
the system bandwidth. The performance of the pro- 
posed scheme, in terms of blocking probability, is eval- 
uated both when the position of the mobiles remains 
unchanged and when mobility is taken into account. 
The numerical results show that the capacity of the 
proposed scheme is sensibly higher than that of a fixed 
allocation scheme. 

1 Introduction 
The demand for mobile telephone services is ex- 

pected to grow rapidly. Incireasing the capacity of 
modern cellular systems, i.e. the number of sub- 
scribers per unit of area handled at some minimum 
quality of service, is one of the main issues for the re- 
search about this systems. In this direction the key 
role is played by the limited radio spect,rum available. 

‘Yo increase the capacity of the system three dif- 
ferent approaches can be followed: reducing the cell 
size, lowering the ratio between the carrier reuse dis- 
tance and the cell radius (D/R) ,  and optimizing the 
frequency allocation policy. The first method has the 
drawback of requiring the increase of the number of 
base stations proportionally to the requested growth 
of capacity. On the other hand, minimizing the D I R  
ratio, as well as reducing the single user channel band- 
width, affects the robustness to interference of the 
modulation and coding techniques. 

With regards to the allocation policy we can ef- 
fectively classify them [l] into three categories: fixed 
strategies, dynamic strategies and flexible strategies. 
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The common concept in all fixed assignment strategies 
or FCA (fixed channel allocation) is the permanent 
allocation of a set of radio carriers to each cell. Be- 
cause radio signal strength attenuates with distance, 
the same set of frequencies can be reused by another 
cell (co-channel cell) some distance away. The mini- 
mum distance between two co-channel cells, which al- 
lows the respective mobile users to communicate with- 
out unacceptable co-channel interference regardless of 
their position within the cell, is called the co-channel 
reuse distance ( D ) .  This quantity depends both on 
the minimum SIR (Signal-Interference Ratio) allowed, 
which determines the D I R  ratio, and on the cell ra- 
dius ( E ) .  In the basic FCA a call attempt in a cell 
can only be served if there is an idle channel among 
those available on the carriers preassigned to the cell. 

In this paper we describe a reuse partitioning algo- 
rithm where the entire set of radio carriers has been 
partitioned into two or more subsets. A different reuse 
distance is associated with frequencies belonging to 
each of the subsets. We show here that reuse parti- 
tioning achieves an asymptotic doubling of the system 
capacity. 

In the technical literature some works [a] [3] [4] 
[5] study borrowing techniques that can be considered 
variations of the basic fixed assignment scheme. Fixed 
assignment schemes have been shown to be effective 
in systems with high and constant loads. However, 
they fail to provide high capacity in presence of non- 
stationary traffic conditions due to users mobility. 

The key idea of the dynamic strategies, or DCA 
(dynamic channel allocation), is to perform a real-time 
radio resource allocation based on the actual cells con- 
ditions, instead of relying on a priori information. Sev- 
eral implementations of this concept have been pro- 
posed and studied in previous works [6] [7] [8] [9]. In 
this paper we describe a DCA algorithm suitable to 
be applied in a cellular network based on our reuse 
partitioning concept. A related work [13] has recently 
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been published which provides some bounds on the 
use of DCA techniques in cellular networks with reuse 
partitioning. We consider calls generated by a finite 
number of users moving in a limited service area. Ad- 
ditionally, user mobility is also investigated. 

As for the paper organization, in section 2 we 
present the reuse partitioning algorithm and compute 
the corresponding bandwidth increase factor. Traf- 
fic and mobility models are described in section 3,  
whereas the proposed DCA algorithm is presented in 
section 4. Performance results of this latter scheme 
are finally given in section 5. 

2 The reuse partitioning algorithm 
2.1 Basic algorithm 

A communication service is to be provided in a 
given geographical area by using a set of Q carriers. 
The principle of a cellular environment is to divide the 
area into cells, whose shape is usually assumed to be 
hexagonal, so as to model the simplest network envi- 
ronment. We assume that a base station is available 
in each cell, located in the center of the cell whose ra- 
dius is R. The basic principle of a cellular network is 
that each carrier can be used at the same time in sev- 
eral cells (co-channel cells), given that the minimum 
distance between them is D. 

Cells are divided into clusters of M adjacent cells, 
so that the whole area has been partitioned into non- 
overlapping clusters. Each carrier can be used by only 
one cell of the cluster at any time. The cells in all 
clusters are labeled in the same way so that the dis- 
tance between cells with the same label in adjacent 
clusters is the same and coincide with the reuse dis- 
tance D.  Therefore two co-channel cells cannot belong 
to the same cluster. The simplest technique for allo- 
cating carriers to cells is the Fixed Channel Assign- 
ment (FCA): the Q carriers are divided into groups of 
q = Q / M  carriers, each assigned permanently to cells 
with the same label. Therefore the frequency reuse 
technique, typical of cellular environments, enables to 
increase the available capacity of Q carriers by a factor 
equal to the number of clusters. 

Given the hexagonal cell shape, it immediately fol- 
lows from topological considerations that the admissi- 
ble values of D are defined once we choose the cluster 
size M 

D = v % ? . R .  

Once a given SIR has been selected according to 
transmission power budget criteria, the ratio U = D / R  
between the minimum reuse distance and the cell ra- 
dius is set. After the cell radius has been chosen based 

on user traffic considerations, the parameter D is au- 
tomatically assigned. Typically a minimum allowed 
SIR of 18dB is assumed. Therefore, supposing a radio 
signal power attenuation with the fourth power of dis- 
tance, the D / R  ratio must be at least 4.58 [lo]. From 
Eq. 1 it follows that the cluster must include at least 
A4 = 7 cells. 

Given a total number of cells in a cellular network, 
which also equals the total number of base stations, 
our objective is to increase the total network transmis- 
sion capacity without increasing the number of carri- 
ers. According to Ref. [12] this goal is achieved by 
enabling a smaller reuse distance of a subset F, of the 
entire carriers set F available in the network. 

Let Dr and RI denote now the previous symbols 
D and R, and assume that a carrier, say f, E F,, is 
used with a reuse distance D, < DI. Since the total 
number and position of the base stations must not be 
changed, D, can assume only a few values compatible 
with the given array of base stations. Owing to the 
smaller reuse distance of the carriers in the set F,, the 
coverage radius Rs of these carriers must be such that 

Apparently, R, < RI. This smaller (hexagonal) area 
will be denoted as core, whereas the term ring identi- 
fies the region in the cell outside the core. Fig.1 shows 

Figure 1: Cell reuse partitioning. 

all the possible choices for D, given DI. Once Dr and 
D, have been selected, two different cell clusters are 
identified which include MI and M ,  cells respectively. 
If < denotes the ratio R,/RI, it can be shown that < 
also relates the two cluster sizes. In fact, by express- 
ing the reuse distance D, as a function of the basic 
cell radius RI by means of D, = RI (see Eq. 
l), it follows from Eqs. (2) and (1) that 

(3) 
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and hence 

(4) 

Let F be the set of carriers available in the network 
(IF1 = 9). The set F will be suitably partitioned in 
two subsets PI and F,, with cardinality QI  and Q,, 
to be used with respective reuse distance DI and D,. 
The carriers in Fl and F, are referred to as long haul 
frequencies (lhf's) and short haul frequencies (shf's). 
Hence each cell has available qI = &,/MI lhf's and 
qs = Q s / M s  shf's, summing up to a total number of 
carriers in the cell q = ql + q , .  

In order to understand how this reuse partitioning 
technique affects the network traffic performance we 
introduce two simplifying assumptions: 

qI ( q , )  is proportional to the number of users in 
the ring (core); 

0 the user density is uniform throughout the net- 
work. 

Due to these assumptions we have: 

(5) 

Then the total number of carriers Q is computed by 

+ 1 - = M1q(t4 + 1 -e">. (7) =M1q (" j-&p qs " )  Q 

The number y' of carriers per cell in a classical cel- 
lular environment without our partitioning scheme is 
q' = & / M I .  Therefore the maximum increase in the 
network capacity provided by the reuse partitioning 
scheme is accomplished when the function B(()  = q ' / q  
has minimum value. By means of Eq. 7 we obtain 

B(E) = t4 + 1 - t2 (8) 

By taking the first derivative of B ( t )  and setting it 
to zero, we find that the minimum is obtained when 
[ = m. Therefore the capacity increase factor in 
the network is given by B-l(.m) = 1.33 (33% addi- 
tional bandwidth is available). Owing to the physical 
meaning of (, the optimum cell partition occurs when 
the core and ring areas are equal to half the cell area. 

2.2 Extended algorithm 
In order to understand the theoretical bound im- 

plied by the reuse partitioning technique, we extend 
the previous approach to enable more than one reuse 
distance. Hence we choose now two different reuse 
distances D, and Dm in addition to DI = D (D, < 
Dm < DI) which must be compatible with the given 
array of base stations. Again, in order to guarantee 
the same SIR in each pair of co-channel cells, only a 
portion of each cell (a subarea) can be covered by car- 
riers with reuse distance D, and D, . So we define two 
hexagonal subcells in each cell with the same center 
having radius R, and R, (R,  < R, < RI). The three 
non-overlapping cell subareas so identified are called 
core (the area inside the smallest hexagon), middle 
(the area inside the hexagon identified by R, outside 
the core) and ring (the area in the cell outside core 
and middle). As in the case of only one cell partition, 
the relation between radius and reuse distance for each 
cell subarea is 

(9) 

Once D, and D, have been selected given D I ,  three 
different cell clusters are identified which include M ,  , 
M ,  and MI cells respectively. 

If q denotes now the ratio RmIRI, then 

The set F of carriers available in the network (IF1 = 
Q )  will be now partitioned into three subsets Fl, F, 
and F,, with cardinality Q I ,  Q ,  and Q,, to be used 
with respective reuse distance DI, D, and D,. The 
carriers in F, are referred to as medium haul frequen- 
cies (mhf's) .  Hence each cell has available q1 = Q I / M I  
lhf's, qm = &,/Mm mhf's and qs = Q,/M,  shf's, 
summing up to a total number of carriers in the cell 
Q = 41 + Qm + Q s .  

The network capacity increase is computed as in 
the previous case of one cell partition only. Based on 
the same assumptions about user density in the area 
and even allocation of carriers to users, it follows that 
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Then the total number of carriers Q is given by 

The function C((,  17) = q’ /q  to be minimized is now 

C ( t ,  17) = t4 + q4 - q2J2 + 1 - v2 (15) 

whose minimum is (E  = m, 17 = m). There- 
fore the capacity increase factor in the network is 
C - ’ ( m ,  m) = 1.5 (50% additional bandwidth 
is available). Owing to the physical meaning of and 
q, the optimum cell partition occurs again when core, 
middle and ring have the same area, each equal to one 
third of the basic cell area. 

Figure 2:  Cell with infinite partitions 

Let us now consider the case of a cell with P -  1 par- 
titions so that P non-overlapping areas are identified 
in each cell. Let Ri (i = 0,1 ,  ..., P -  1) denote the cell 
radius of the concentric hexagonal cells with decreas- 
ing length, Ro being the basic cell radius (see Fig.2). 
Here the P non-overlapping subareas of the cell ( P -  1 
rings and one core) are identified by selecting two ad- 
jacent radius values, say Ri and Ri+l for the subarea 
i t h ,  which has available qi carriers. Mi denotes then 
the number of cells in the cluster associated to subarea 
i t h  and& = Ri/Ro (i = 0 , ..., P-1). An extrapolation 
of the previous results obtained for P = 2 and P = 3,  
stating that all cell subareas have the same area, gives 
the optimum cell partitioning defined by 

1 [? - (2 = - 
2 Z i - 1  p ( 1 6 )  (i = 0, ..., P - 2) 

Accordingly we select the number of carriers for the 
ith cell subarea as qi = q ( [ p  -(ptl). The total number 
of carriers Q is now expressed as 

P -  1 P-  1 

Q = M i q i  = Mo<!(t! - [&1)q = (17) 
i = O  i = O  

P -  1 

MOQ &ti” - si”+,> ( 1 8 )  
i=O 

with the function C(&, P )  to be minimized 

P-1 

C(C, p> = <”(E? - r?+1> ( 1 9 )  
i = O  

By applying Eq. 16, after some algebraic manipula- 
tions we obtain 

P + 1  
2P 

C ( P )  = - 

with a bandwidth increase factor C - l ( P )  = 2P/(P + 
1). Therefore in the theoretical limiting case of infinite 
cell partitions, the bandwidth increase factor becomes 

lim c-’(P) = 2 

(the available bandwidth is thus doubled). Fig.3 shows 
the function C - ’ ( P ) .  

P-CC 

s 
Q 1 6  

..- 
s 1.4 
9 
3 

m 
-0 

Q 1.2 

1.0 

Figure 3: Maxiumum capacity increase. 
2.3 Application of the algorithm 

It is worth studying how the most important traffic 
performance parameter, the call blocking probability 
&,, is affected with reference to each of the two regions 
ring and core. Our simplifying assumptions are 

the qs and ql carriers, each supporting 20 channels 
(time-slots), are assigned according to the FCA 
technique to be exploited by users located in the 
core and ring respectively; 
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0 users are uniformly distributed in the network, N 
per cell, each of them being a memoryless ON- 
OFF source characterized by a mean idle period 
of l / X  and a mean busy period of 1 / p .  

By means of standard Markovian analysis, the call 
blocking probability in the ring (core) I I b l  (Hbs) is 
computed using the Engset formula with q i .  w (qs . w) 
servers and Ni = (1 - E ’ ) .  N ( N ,  = E ’ .  N )  users. The 
overall call blocking probability is straightforwardly 
given by 

I I b  = E’ . IIb, + (1 - E’)  . ~ b l .  (21) 

A numerical computation of the various call block- 
ing probability figures is now given, assuming U = m, which implies MI = 7, and D, = 3Rl. It follows 
M ,  = 3 e = = 0.655 (the optimum partition- 
ing would require M, = 3.5). If we choose Q = 140 
the above carrier partitioning criteria (Eq. 7) gives 
q = 26.485 with a capacity increase factor of about 
32%. Hence q~ = q(1  - <’) = 15 and qs = q[‘ = 12 
(an approximation to the neabrest integer values has 
been accomplished). The number of carriers per cell 
in a traditional cellular environment would be q’ = 20. 
Fig.4 shows the call blocking probability for the net- 

3lX) 41x1 HXI 6‘XI 

Number of users per cell, N 

Figure 4: Blocking probability in partitioned cells. 
work with and without reuse !partitioning for the case 
of 1 / X  = 4800s and l /p  = 120s. This technique re- 
duces the average I I b  but introduces unfairness in the 
service provided to core and ring users. These latter 
users receive a better service since the selected param- 
eters imply a ring area larger than the core area. Since 
the number of servers is proportional to the size of the 
service area, the Engset formula provides this result. 

Better performance and fairness can be achieved 
allowing core users to access time slots also on lhf’s. 
However, sharing of the lhf’s imust be regulated some- 
how, otherwise the overall system behaviour can be- 
come really unfair to the detriment now of ring users. 

This problem is specifically analysed in [l 11. Never- 
theless, in this work we only deal with a DCA strategy, 
that allows free access of core users to lhf’s, thus dis- 
regarding explicitly fairness issues. 

3 Traffic and mobility models 
The processes for the generation of user call and 

mobility are now described, by referring to the case of 
only one cell partition (each cell is divided into ring 
and core). The position of a mobile user is defined 
by the cell index where the user is actually found and 
by the subcell type (core or ring) within that cell. A 
simple mobility model is introduced to describe user 
movements among these service area subparts. We 
start considering a cell as a single entity. Let the cell 
crossing time be a random variable with negative ex- 
ponential probability density function (pdf) and mean 
value l /y .  Let us assume first a spatially uniform user 
mobility. Therefore, the probability of finding a user 
in a given region is proportional to the region area. 
Let the service area be now split into S identical cells. 
Then, the mobility of a user can be modelled by the 
diagram in Fig.5 showing the transitions between a 
tagged cell and all the other S - 1 cells. The outgoing 

Y 

Y 
s-1 

Figure 5: User mobility between cells. 

transition rate from the tagged cell is known (y), while 
the other transition rate is obtained by flow balance 
considering that the state probabilities are by defini- 
tion 1/S (tagged cell) and ( S  - 1)/S (all other cells). 
When a user leaves the cell, he enters one of the six 
neighbouring cells, which is randomly chosen. 

Now, to discriminate the user position between core 
and ring, we split the ”tagged cell” state. To calculate 
the new transition rates, the following assumptions 
are made: the probability of finding a user in a given 
region is proportional to the region area, the transition 
rate toward the cell is unchanged, and the cell mean 
crossing time is proportional to the cell radius, i.e. the 
core mean crossing time is l/yi = E .  l / y .  Fig.6 shows 
the resulting transition diagram considering again that 
the state probabilities are by definition t 2 / S  (core), 
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(1 - t 2 ) / S  (ring), (S - 1)/S (all other cells). ;+ (111 other cells 

YY(l-t.3 Y/(S - 1) 

Figure 6: User mobility between sub-cells. 

With regards to the generation of the traffic pro- 
cess, a user is modelled as a Markovian ON-OFF 
source. The user remains in the OFF (ON) state for 
a random time, t o f f  ( ton) ,  with negative exponential 
pdf and 1 / X  ( 1 / p )  as mean value. A call setup at- 
tempt corresponds to an OFF-ON transition. If the 
network can provide an idle channel the new call is 
accepted and the user holds the channel for the time 
tea. Otherwise, the call setup is blocked and the user 
returns in the OFF state. During a call the user may 
cross either the cell border or the core-ring border and 
the current radio channel is no longer usable. Then a 
handover must be performed. If a new suitable chan- 
nel cannot be found, a handover failure occurs and the 
call is dropped. The user is then forced into the OFF 
state. 

4 Dynamic channel assignment policy 
The basic procedures to handle carriers, that is the 

selection of the carriers to engage and to release, the 
management and swapping of the engaged carriers, are 
described in [12]. It has been shown that reuse par- 
titioning and dynamic channel allocation result in an 
increase of the system bandwidth compared to the ba- 
sic cellular system. Nevertheless core users accessing 
both shf’s and lhf’s, receive in general better service 
than ring users. In order to cope with this problem 
a simple feature is introduced: the lamated accessabzb 
ity of core users to lhf’s. A threshold A (A < 100) is 
defined such that, if f . w channels can be currently 
supported in the cell by means o f f  lhf’s carriers allo- 
cated to the cell, no more than LAfw/100j channels 
can be used by core users. A = 0 and A = 100 denote 
the limiting cases of complete partitioning of the car- 
riers between cores and rings, and complete sharing of 
the lhf’s between core and ring users. 

Another feature that can improve the performance 
of the cellular network is the adoption of a FIFO 
queue in each base station that could buffer teniporar- 
ily those new call requests that cannot be satisfied im- 
mediately due to the unavailability of both an idle slot 
in a carrier already allocated to the cell and of a new 
carrier to be assigned to the cell. Each of the queued 

users can then be served according to the FIFO policy 
as soon as an idle slot or a new carrier is made avail- 
able in the cell. Adopting a call buffer means delaying 
temporarily the service provision to the user. There- 
fore a maximum buffering time must be suitably set 
so as to provide an acceptable quality of service. 

5 Performance results 
An open romboidal service area is considered. A 

regular array of 10x10 base stations provides radio 
coverage through omnidirectional antennas. Thus, we 
imagine the service area split into 100 identical hexag- 
onal cells. The radio resource consists of a set of car- 
riers, which can be assigned to cells independently of 
one another. Each carrier is organized in frames in- 
cluding a given number of time slots and each time 
slot supports a call. The minimum quantum of radio 
resource assignable to a cell is one carrier. 

The call blocking probability given by the dynamic 
channel allocation algorithm with reuse partitioning 
described in the previous sections has been evaluated 
by means of computer simulation. It is always as- 
sumed here that users in the core have access also 
to carriers in the set F’l. The parameter A will de- 
note the percent of lhf’s channels that can be used 
by core users. We have selected the two cluster sizes 
A41 = 7 and Ms = 3. The network and traffic param- 
eters assumed here are: Q = 35 carriers each holding 
w = 4 time-slots (channels), average traffic per user 
A/p  = 0.025 with mean holding time l /p  = 120s. 

MI=7 Ms=3 

lo7 , , , , , . , , I 

3510 3411 3312 32~3 3114 3015 2916 2xn 2718 2 6 1 ~  
Spectrum partitioning (QI/Qs) 

Figure 7: Fixed users: blocking probability vs number 
of users per cell. 

Fig.7 shows the call blocking probability with fixed 
users, whose number N is the range 600-800, with a 
varying number of shf’s Qs (recall that the number of 
lhf’s Ql is given by &I = Q - Q s ) .  A better blocking 
performance is given by the reuse partitioning tech- 
nique for all the values of spectrum partition compared 
to the basic case of no spectrum partition ( Q s  = 0). 

1 b.4.6 
64 



Depending on the number of users, the improvement 
ranges from one order to a few orders of magnitude. 
It is observed that there is an optimum splitting of 
the Q frequencies into the two sets Qs and & I ,  which 
results to be &I = 28, Qs = 7 for all the population 
sizes considered. However, as already mentioned in 
Section 2, the core users, in slpite of the small num- 
ber of carriers Qs allocated to the core, experiment a 
lower blocking probability due to their accessibility to 
all the frequencies, whereas the ring users only access 
the lhf's. In spite of such unfairness, reuse partitioning 
still provides an improvement in the blocking proba- 
bility even if the worst blocking performance, i.e. that 
experimented by ring users, is assumed as the overall 
system performance (see Fig.7). 

We now add the feature of queueing at the base sta- 
tion so that a new call to  be set-up by the station and 
blocked due to the unavailability of a suitable channel 
is queued for a limited time. A reasonable parame- 
ter for the call queueing time has been selected as 5 
seconds, meaning that the calil is dropped if neither 
a slot in an available carrier, nor a new carrier, is 
made available in the cell. A buffer for 30 calls has 
been assumed. The effect of call queueing and limited 
access to Ihf's is now evaluateld for a spectrum parti- 
tion QI = 28, Q s  = 7 again without mobitity. Fig.8 

' 

10" 

IO4 :_______I 20 40 ho xn 100 

Accessibiility A 

Figure 8: Fixed users: Blocking performance with lim- 
ited access and queueing. 
shows the overall blocking probability with queueing 
and with a variable access factor A compared to the 
basic case of no queueing full access ( A  = 100). Ap- 
parently the blocking probability increases as the ac- 
cessibility factor A decreases. Nevertheless, a proper 
value for the accessibility factor to lhf's exists such 
that core and ring receive a comparable service with 
a small decrease of the overall blocking figure; in our 
case this occurs for A close to 40. 

The user mobili ty is  now added to the sys tem wi th  
parameter l / y  = 60s. Now unsuccessful calls are due 
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Spectrum partitioning (QlIQs) 

Moving users: loss probabilities vs spectrum 
partioning. 

to two different events: blocking at call set-up-time 
or dropping due to unsuccessful handover. Note that 
with our reuse partitioning the handover is required 
both at cell border crossing and a t  core-cell border 
crossing when a lhf is being used to support the call. 
The blocking probab i l i t y  refers to the events of block- 
ing of new calls, whereas the d r o p p i n g  probabzl i ty  ac- 
counts for unsuccessful handovers. The f a i l u r e  proba-  
b i l i t y  will denote the total blocking probability taking 
into account both type of failures. In this environment 
with mobile users all the probabilities shown in Fig.9 
reach their minimumfor the same splitting ratio of the 
Q = 35 frequencies into &I = 28 and Qs = 7 which was 
obtained with fixed users. Again, even if not shown in 
the figures, core users receive a better service than ring 
users. Moreover Fig. 10 shows that the dropping prob- 
ability during handovers due to cell-cell transitions is 
higher than the analogous due to core-ring transitions. 
Nevertheless, in the region of optimum spectrum par- 
titioning, their values are comparable. Fig.11 gives 
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x lo-' 
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tition when the queue for buffering blocked new calls 
is available in the base station. The adoption of the 
buffer reduces significantly the unacceptance rate of 
new calls but makes the overall blocking performance 
decrease only very slightly. This is due to the drop- 
ping probability value which remains substantially the 
same: the queue has effect only on new call set-ups. 

1:: II I :I I 11 I::;: II III I I: I: I; I I I III I III I I;/ 
27/X 2xn 2Yi6 3w5 

Spectrum partitioning (QUQs) 

Figure 11: Moving users: effects of queueing on per- 
formance. 

6 Conclusions 
A new scheme for a more efficient use of radio re- 

sources in a circuit-switched cellular network has been 
described. Its basic idea is to define two or more sets of 
carriers with different reuse distances. Adopting such 
scheme only requires using different power levels for 
the transmission of the carriers in the two sets without 
increasing the number of base stations compared to an 
environment without spectrum partitioning. The up- 
per bound of bandwidth increase factor in the network 
has been shown to be two. A remarkable improvement 
in the blocking probability has been obtained for all 
the network and traffic parameters considered. The 
scheme however introduces unfairness, meaning that 
such performance improvement is higher for core users 
than for ring users. This problem can be faced by lim- 
iting at a suitable threshold the access of ring users 
to lhf’s. Using buffers to store temporarily the calls 
blocked due to channel unavailability has a limited im- 
pact on the overall failure probability, since handover 
events remain basically unaffected. 
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