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Abst ract
Thi s docunment describes the transm ssion of |Pv4 over Ethernet as
well as I Pv6 over Ethernet in an access network deploying the | EEE
802. 16 cellular radio transm ssion technology. The Ethernet on top

of | EEE 802.16 is realized by bridging between point-to-point radio
Iinks, which are provided by | EEE 802. 16 between a base station and
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its associ ated subscriber stations.

of

over

Due to the resource constraints

radi o transmi ssion systens and the limtations of the | EEE 802. 16
MAC functionality for the realization of an Ethernet, the

transm ssion of | P over Ethernet over |EEE 802.16 nmay consi derably
benefit by adding I P specific support functions in the Ethernet over
| EEE 802.16 while nmaintaining full conmpatibility with standard IP

Et her net behavi or.
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1. Introduction

| EEE 802. 16 [| EEE802. 16] defines a PMP (Point-to-Miltipoint) radio
transm ssi on system connecting a BS (Base Station) with nultiple SSs
(Subscriber Stations). |EEE 802.16e [| EEE802. 16e] anends the base
specification with PHY and MAC functions for supporting nobile
terminals while adopting the sanme data |ink principles.

Et hernet is a widely deployed transm ssion technology. It provides
uni cast transport, handles broadcast, and nulticast traffic
efficiently and provides rich services such as Virtual LANs.

However, Ethernet has been originally architected and designed for a
shared medi um wi t hout special considerations for advanced wirel ess
transm ssion systems. The focus on wired systens requires additiona
support functions when Ethernet is enployed in the | EEE 802. 16

Thi s docunent describes the transm ssion of |Pv4 over Ethernet as
well as I Pv6 over Ethernet in an access network deploying the | EEE
802. 16 cellular radio transm ssion technology. The Ethernet on top
of | EEE 802.16 is realized by bridging between the point-to-point
radi o |links, which are provided by | EEE 802. 16 between the BS and its
associ ated SSs.

Wth the resource constraints of radio transm ssion systens and the
particularities of the | EEE 802.16 MAC for the realization of

Et hernet, it nakes sense to add | P specific support functions in the
Et hernet | ayer above | EEE 802.16 while maintaining full conpatibility
with standard | P over Ethernet behavior. Those IP specific support
functions are preferably realized in a centralized device containing
al so the bridge for aggregation of traffic fromall the BSs to
provide a nore straightforward managenent solution and allow for
effectively commoditized BSs, which are deployed in the | EEE 802. 16
based access network in a | arge vol une.

2. Requirenents
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

3. Ternmninol ogy

The termnology in this docunent is based on the definitions in IP
over 802.16 Problem Statenent and Goals [I-D.ietf-16ng-ps-goal s].
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4. The | EEE 802. 16 Li nk Mbde
4.1. Connection Oiented Air Interface

The | EEE 802. 16 MAC est abli shes connecti ons between a BS and its
associ ated SSs for the transfer of user data over the air. Each of
t hese connections realize an individual Service Flow which is
identified by a 16 bit C D nunmber and has a defined QS profile.

Mul ti pl e connections can be established between a BS and a SS, each
with its particular QS class and direction. Although the BS and all
the SSs are associated with uni que 48-bit MAC addresses, packets
going over the air are only identified in the | EEE 802. 16 MAC header
by the CI D nunber of the particular connection. The connections are
est abli shed by MAC managenent nessages between the BS and the SS
during network entry or also |later on denmand

Whi | e uplink connections fromthe SSs to the BS provide only unicast
transm ssion capabilities, downlink connections can be used for

mul ticast transmission to a group of SSs as well as unicast

transm ssion fromthe BSto a single SS. The use of nulticast Cl Ds
for realizing nulticast transm ssions, however, is not addressed in
this docunment due to the ongoing standardi zation efforts for the
management of multicast Cl Ds, the reduced transm ssion efficiency of
multicast CIDs for small nulticast groups, the nissing support by

[ EEEBO02. 1D0] for uni-directional broadcast channels as well as
additional security threats of broadcast channels in a power-
conservative wreless system

Appendi x A provides nore background information about the issues
arising with multicast CIDs in | EEE 802.16 systens.

[ Subscri ber Side] [ Net wor k Si de]
I I |+
I I |+
+o- - -+ +o- - -+ B
| MAC | | MAC | | MAC |
+----- + +----- + [ +
| PHY | | PHY | | PHY |
+- - +- + +- - +- + +- - - - -+
+ + | | | + +
+ + | +----- Cl DHW- - - - - - + ] + 4+
+ + Fommm e Cl D#x-------- + + +
+ +++++++++++++++++Cl DY HH+ R+

+++++++++++++++++++Cl DEZ ++H++++++ o+
SS#1 SS#2 BS

Figure 1. Basic | EEE 802.16 Link Mode
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4.2. Feeding User Data into the Appropriate Connections

Assi gnnent of higher |ayer packets to particular Service Flows and
related CIDs is perforned by the convergence sublayer within the | EEE
802.16 MAC. It classifies the packets depending on the values in the
defined set of the payl oad packet header fields and assigns the
packets to the appropriate Service Fl ow

To enable the transnmission of different kind of payl oads over |EEE
802. 16, multiple convergence subl ayers are defined, each specific for
one ki nd of payl oad packet type, like Ethernet, IPv4, 1Pv6 or even
for encapsul ated payl oad, |ike |Pv4d over Ethernet or |Pv6 over

Et her net .

4.3. MAC addressing in | EEE 802. 16

The 48-bit unique MAC address of a SS is used during the initial
rangi ng process for the identification of a SS and is verified by the
succeedi ng PKM/2 aut hentication phase. CQut of the successfu

aut hentication, the BS establishes and nmaintains the |list of attached
SSs based on their MAC addresses purely for MAC managenent purposes.

Whi |l e MAC addresses are assigned to all the SSs as well as to the BS
the forwardi ng of packets over the air is performed only on base of
the CID value. Not relying on the MAC addresses in the payl oad for
reception of a radio frame allows for the transport of arbitrary
source and destination MAC addresses in Ethernet frames between a SS
and its BS. This is beneficial when Ethernet franes with arbitrary
MAC addresses have to be forwarded to a SS in the case that the SSis
i nterconnected to another network

Due to the managed assignment of the service flows and associated CI D
values to individual SSs, the BS is able to bundle all connections
belonging to a particular SSinto a single link on the network side
as shown in Figure 1 so that it provides plain layer 2 forwarding
behavi or between the radio link toward the subscriber side and its
associated wired Iink on the network side.

5. Ethernet Network Mdel for |EEE 802.16

5.1. | EEE 802. 16 Et hernet Link Mode
According to [ RFC4861], a link is defined as a comunication facility
or medi um over which | P devices can conmunicate at the link |ayer
i.e. the layer immediately below IP. Ethernet fully satisfies the

definition of the link. |EEE 802.16, however, has limtations on its
transitive connectivity. |EEE 802.16 provi des point-to-point
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connections between SSs and the BS but does not enable any direct SS
to SS connectivity. Hence, it is required to interconnect each

poi nt-to-poi nt connections between SSs and the BS so that Ethernet is
realized over |EEE 802.16 access network.

Thi s docunent defines an | EEE 802. 16 Ethernet |ink nodel to provide
above the interconnection functionality. The |IEEE 802.16 Ethernet
Iink nmodel SHALL interconnect each point-to-point connections
assigned to SSs at a centralized point, a.k.a. network-side bridge,
as shown in Figure 2. This is equivalent to today’'s sw tched

Et hernet with twisted pair wires connecting the hosts to a bridge
("Switch"). The single and centralized network-side bridge allows
best control of the broadcasting forwardi ng behavior and prevents
potential security threats comng up with cascaded bridges. Appendi x
B expl ains the drawbacks and the potential security threats of an
architecture where a bridge interconnects BSs integrated with
bridgi ng function.

The BS SHALL forward all the Service Flows belonging to one SS to one
port of the network-side bridge. No nore than one SS SHALL be
connected to one port of the network-side bridge. Separation method
for multiple links on the connection between the BS and t he network-
side bridge is out of scope for this docunent. One inplenentation is
to deploy flowidentifiers (e.g. VLANIDs or GRE KEYS) on the wired
path. Section 6 discusses the network-side bridge in detail.

If the SSis connected to another network consisting of multiple
hosts behind the SS (i.e. SS#4 in the below figure) then the SS
SHOULD support bridging according to [I EEE802. 1D] and its anendnent
[ 1 EEE802. 16K], a.k.a. subscriber-side bridge, between all its
subscri ber side ports and the | EEE 802.16 air |ink
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------------------------ IPLinK ---------cmmmmmmmieoaa oo -

[ Subscri ber Side] [ Net wor k Si de] [ Subscri ber Side]
I I I I |
ETH ETH ETH ETH ETH ETH
I I I I I

| | Fomm e e - Fomm e e - + | H- - - - -+
| | | Net - Bri dge | | | Bri dge
| | R it ST +-+- -+ | Hom - -+
I I |+ + | I I
-+ - + -+ - + e e e e -+ - + -+ - +
| MAC | | MAC | | MAC | | MAC | | MAC | | MAC |
- - + - - + Fom - + Fom - + - - + - - +
| PHY | | PHY | |  PHY | |  PHY | | PHY | | PHY |
+- - +- + +- - +- + +- - - -+ +- - - -+ +- - +- + +- - +- +
+ I ]+ + | || +
+ | +--CID#u-+ | + + | +-ClD#x--+ | +
+ +----Cl D#fv---+ + + +---Cl Dfty----+ +
+++++++++4++4++++Cl DEWH+H+H+++ ++++++Cl Dz +++++++++++++++
SS#H1 SS#H2 BS#1 BS#2 SS#H3 SS#H4

Figure 2. | EEE 802.16 Ethernet Link Mde
.2. Ethernet w thout Native Broadcast and Milticast Support

Current | EEE 802.16 [|EEE802. 16][| EEE802. 16e] does not define
broadcast and multicast of |IP packets. Al so, MBS (Milticast and

Br oadcast Service as specified in 6.3.23 of [|EEE802. 16e]) does not
cover | P broadcast or nulticast data because MBS is invisible to the
I P layer. Hence |IP broadcast and nulticast packets SHOULD be
replicated and then carried via unicast transport connections as | EEE
802. 16 access link. The network-side bridge perforns the replication
and forwardi ng as specified in Section 6. 3.

5.3. Deploynent Scenarios for | P over Ethernet over |EEE 802.16

This section discusses two possi bl e depl oynent scenarios based on the
| EEE 802. 16 Ethernet |ink nodel: Public Access scenario and
Enterpri se LAN scenari o.

In both scenarios, an AR is connected to a network-side bridge, which
acts as an aggregation point for all the connections from SSs.
Multiple ARs can exist on a link and the link may consist of multiple
hosts, either being co-located with a SS or behind a SS integrated
with a subscriber-side bridge. The network behind a SS can support
various access network technol ogies, e.g. 802.3, 802.11 or 802.15.
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There is a big difference between the scenarios in terns of the
service provider policies. The difference is also reflected in
Section 6.1, Section 6.4, and Section 8.

5.3.1. Public Access Scenario
In the Public Access scenario, direct communication between nodes is
restricted because of security and accounting issues. Figure 3

depicts the public access scenario.

In the scenario, the AR is connected to a network-side bridge. The
AR MAY perform security filtering, policing and accounting of al

traffic fromhosts, e.g. like a NAS (Network Access Server).
+- -+
| SS|
+- - +*
*
* +----+
+- -+ * [ SR +
|SS|******| BS+ ______ +\
+- -+ * +om - - +\ -+
+--+ * +--- -+ \''\ +-+ B
| SS| * \ +-+Nr|
+- -+ +---+e i| +----+
-+ [t d+---+ AR +--Internet
| Host + +-+ g +----+
+-- - - +\ +----+ [ ++ e
H-emet Fommm-- +- -+ | +---+ | H---+
| Host +- +Bri dge| SS|* * * *| BS | /
B e +- -+ * | +---+
+--- -4/ * +--- -+
| Host + oot ¥
+----+ | SS| *
+- -+

Figure 3. Public Access Scenario
5.3.2. Enterprise LAN Scenario
The enterprise LAN scenario assumes trust relationship between all
hosts and thus enables hosts to directly comruni cate with each other

wi t hout detouring. There can be multiple ARs, which may reside on
bot h the subscriber side and network side as shown in Figure 4.
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+- -+
| SS|
+- - +* B p—
R SR +Host |
+- -+ * Foemmnas + [+----+
|SS|* * Kk ok **l BS 4+------ + \ | +----+
+- -+ * [ +\ \  +---+/ ++Host|
+--+ * +----+ \'' \ +-+ B+ /[ +----+
| SS| * \' 44N+t
+----+ +- -+ +--+e i +----+
S+ AR 4+ |t d+---+ AR +---
L | +-+ g L pp——
\ oot | +-+ e
B e +- -+ +---+ / +---+
| Host +- +Bri dge| SS| * * * *| BS | /
B g +- -+ * +---+
+----+/ * Fo---+
| Host + +--+ F
+----+ | SS| *
+- -+

Figure 4. Enterprise LAN Scenario

6. Network-side Bridge Considerations
Net wor k- si de bridge is based on [| EEEB02. 1D] to interconnect point-
t o- poi nt connections assigned to each SSs and pass Ethernet franes
bet ween t he point-to-point connections. However, applying the | EEE
802.16 Ethernet |ink nodel and avoiding nulticast/broadcast fl ooding
require additional |IP specific functionalities on the network-side
bridge as well [|EEE802.1D).
Fol | owi ng sections di scuss the additional functions of the network-
side bridge based on Figure 5.
[ Lower Side] [ Upper Side]
+- -+ +- -+ e +
| SS+---------- + emmmemeaaaas * | +----+
+--+ | BS| | Net wor k- si de*------------- + AR
o | | Bri dge | LR
| SS+ + + * |
+- -+ +- -+ R +
Fi gure 5. Network-side Bridge
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6.1. | EEE 802.16 Ethernet Link Mdel Considerations

In the | EEE 802. 16 Ethernet |ink nodel, the network-side bridge
SHOULD create a new | ower side port whenever a new SS attaches to any
of the BSs of the network or SHOULD renove a | ower side port when an
associ ated SS detaches fromthe BSs. Method for managi ng the port on
t he networ k-si de bridge nay depend on approaches to build nultiple

I inks on the connection between the BS and the network-side bridge.
The port managi ng nmethod is out of scope for this docunent.

6.1.1. Public Access Scenario Case

The network-side bridge SHOULD forward all packets received from any
| ower side ports to all upper side ports being in the forwarding
state. Peer-to-peer comunicati on SHOULD NOT be supported by the
net wor k- si de bridge and all packets originated froma SS SHOULD be
delivered to an AR

Whil e the network-side bridge forces all traffic fromhosts to reach
the AR, it still performs Learning Process and maintains Filtering
Dat abase as specified in [I EEE802. 1D] and then forwards | P uni cast
packets fromthe AR based on the Filtering Database. However, IP
broadcast and mnulticast packets SHOULD be treated with special rules
as stated in Section 6. 3.

6.1.2. Enterprise LAN Scenario Case

| P uni cast packets fromeither SSs or AR SHALL be forwarded by

[ EEEB02. 1D] based bridging. |P broadcast and nulticast packets
SHOULD be processed in the bridge according to the rules presented in
Section 6. 3.

6.2. Segnenting the Ethernet into VLAN

It is possible to restrict the size and coverage of an IP |ink by
segnmenting the Ethernet and groupi ng subsets of hosts into VLANs.
Therefore, the network-side bridge MAY be enabled to support VLANs
according to [| EEE802. 1) by assigning and handling the VLAN-IDs of
the virtual bridge ports.

If a SSitself contains a VLAN enabled bridge or is directly
connected to a subscriber-side bridge supporting VLANs, the port
associ ated with such a SS MAY be enabled as trunk port. On trunk
ports, Ethernet frames are forwarded in the [I EEEB02.1Q frame
format.
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6.3. Milticast and Broadcast Packet Processing

Al'l multicast and nmulticast control nmessages SHOULD be processed in
the network-side bridge according to [ RFC4605]. Broadcasting
messages to all |ower side ports of the network-side bridge SHOULD be
prevent ed.

Furt her information on prevention of mnulticasting or broadcasting
messages to all |lower side ports are given in the follow ng sections.

6.3.1. Multicast Transm ssion Consi derations

Usual |y, bridges replicate the IP nulticast packets and forward them
into all of its available ports with the exception of the inconing
port, like I P broadcast packets. As a result, the IP nulticast
packets would be transmitted even to SSs which do not participate in
the corresponding nmulticast group. To allow bridges to handle IP
nmul ticast nmore efficiently, the IP nulticast menbership should be
propagat ed between bri dges.

| GW/ MLD proxying in [ RFC4605] is a sinple mechanismfor nulticast
packets forwardi ng based on the Internet G oup Managenent Protoco
(1Gw) or Multicast Listener Discovery (M.D) nenbership information,
whi ch works only in a basic tree topology. An |GW/ M.D proxy device
does | earning and proxying group nenbership information, and then
forwards the IP nulticast packets based on the nenbership
information. Typically, the proxy device is |ocated at an
aggregation point, which has a single upstreaminterface and nultiple
downstream i nterfaces

The | EEE 802.16 Ethernet link nmodel in Section 5.1 has a sinple tree
topol ogy and [ RFC4541] provides an application guide how bridge,
non- | P device, to exam ne and | earn group menbership. Hence,

[ RFC4605] can be applied to the | EEE 802. 16 Ethernet l|ink nodel to
reduce the nulticast packet fl ooding.

The network-side bridge in the | EEE 802. 16 Ethernet |ink nodel SHOULD
play a role in proxying | GW/ M.D nessages as specified in [ RFC4605].
The networ k-si de bridge SHOULD performthe host portion of |GwW/ M.D
process on its upper side port and the router portion of |GwW/ M.D
process on its all lower side ports. Note that the network-side

bri dge SHOULD perform | GW/ M.D Querier on only | ower side ports,

whi ch are al ready subscribed with received | GW/ M.D nenbership report
messages. This is due to the reduction of flooding of | GwW/ M.D Query
messages. The network-side bridge SHOULD mai ntain subscription

i nformati on on each | ower side port with received | GW/ M.D nenbership
report nessages and forward nulticast packets from a upper side port
to |l ower side ports based on the subscription information. |n case
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of multicast packets fromlower side ports, the network-side bridge
SHOULD forward the packets to an upper side port as well as |ower
side ports, except the incom ng | ower side port, based on the
subscription information

6.3.2. Broadcast Transm ssion Consi derations

The typical bridge floods the I P broadcast packets out of all
connected ports except the port on which the packet was received.
This behavior is not appropriate with scarce resources and dor nant -
node hosts in a wireless network such as an | EEE 802. 16 based access
net wor k.

The network-side bridge in the | EEE 802. 16 Ethernet |ink nodel SHOULD
discard all |IP broadcast packets except ARP, DHCP (DHCPv4 and

DHCPv6), 1GW, and M.D related traffic. The ARP, DHCP, | GW and M.D
rel ated packets SHOULD be forwarded with special rules specified in
this specification. Note that packets destined for permanently
assigned nulticast addresses such as 224.0.0/24 in IPv4 or FFO2::1 in
I Pv6 are al so regarded as broadcast dat a.

6.4. Proxy ARP

Proxy ARP provides a process where a device on the |link between hosts
answers ARP Requests instead of the renpte host. |In this
specification, the Proxy ARP mechanismis used to force all traffic
fromhosts to the access router and to avoid broadcasti ng ARP
Requests over the air depending on the particul ar depl oynent

scenario. The Proxy ARP process is usually co-located with the

net wor k- si de bri dge

6.4.1. Publ i c Access Scenari o Case

The networ k-side bridge SHOULD filter broadcast ARP Requests and
SHOULD respond to all the ARP Requests from |l ower side port with the
access router’s Ethernet MAC address so that all |Pv4 packets from
SSs are forwarded to the access router

6.4.2. Enterprise LAN Scenario Case

The networ k-si de bridge SHOULD mai ntain an ARP Cache | arge enough to
accommodate ARP entries for all its serving SSs. The ARP Cache
SHOULD be updated by any packets including ARP Requests from SSs in
the sane way the network-side bridge is updating its Filtering

Dat abase according to [| EEE802. 1D].

Upon receiving the ARP Requests from SSs, the network-side bridge
SHOULD uni cast ARP Replies back to SSs with Ethernet address of
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target host provided that the target address natches an entry in the
ARP Cache. Oherw se, the network-side bridge MAY flood the ARP
Requests. The network-side bridge SHOULD silently discard any

recei ved sel f- ARP Requests.

7. Access Router Considerations

In the public access scenario, all packets between SSs will always be
rel ayed via access router. In this scenario, the access router
SHOULD forward packets via the sane interface on which the access
router received the packets, if the source and destinati on addresses
are reachable on the same interface. This would result in a Redirect
message fromthe access router [RFCO792][ RFC4861]. The Redirect
message SHOULD be suppressed.

8. Prefix Assignnent

8.1. Public Access Scenario Case
Uni que | Pv6 prefix per SS SHOULD be assi gned because it results in
| ayer 3 separation between SSs and it forces all packets from SSs to
be transferred to an AR The AR SHOULD assign the I Pv6 prefixes with
Prefix Information option as specified in [ RFC4861].
One 1 Pv4 prefix SHOULD be assigned to all SSs in a way that it
benefits from high address assignnent efficiency when concerning
scarce | Pv4 address space. The prefix can be nanually configured or
automatically with subnet mask option in DHCPv4 [ RFC2132].

8.2. Enterprise LAN Scenario Case
The AR SHOULD assign all SSs one | Pv4 prefix in I Pv4 over Ethernet
and one or nore |Pv6 prefixes in IPv6 over Ethernet so that all SSs
under the same AR share the subnet prefix. Sharing the prefix neans
Il ocating all SSs on the same subnetworKk.

9. Transmission of |P over Ethernet

9.1. | Pv4 over Ethernet

[ RFCO894] defines the transm ssion of |Pv4 packets over Ethernet

networks. It contains the specification of the encapsul ation of the
| Pv4 packets into Ethernet franes as well as rules for mapping of IP
addresses onto Ethernet MAC addresses. | P over Ethernet over

| EEE802. 16 MUST follow the operations specified in [ RFC0894].
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9.1.1. Address Configuration

| Pv4 addresses can be configured manually or assigned dynam cally
from DHCPv4 server [RFC2131].

DHCP clients nay send DHCP DI SCOVER and DHCP REQUEST nessages with

t he BROADCAST bit set to request the DHCP server to broadcast its
DHCP OFFER and DHCP ACK messages. The network-side bridge SHOULD
filter these broadcast DHCP OFFER and DHCP ACK nessages and forwards
t he broadcast nessages only to the host defined by the client
hardware address in the chaddr information el ement.

Alternatively, the DHCP Rel ay Agent Information Option (option-82)

[ RFC3046] MAY be used to avoid DHCP broadcast replies. The option-82
consists of two type of sub-options; Crcuit ID and Renote ID. DHCP
Rel ay Agent is usually located on the network-side bridge as Layer 2
DHCP Rel ay Agent, |ike described in [TRL01]. Port nunber of the

net wor k-si de bridge is possible as Circuit ID and Renote |ID nmay be

I eft unspecified. Note that using option-82 requires option-82 aware
DHCP servers

9.1.2. Address Resol ution

SSs MUST use Address Resolution Protocol (ARP) [RFC0826] for finding
an Ethernet MAC address of destination

9. 2. | Pv6 over Ethernet

[ RFC2464] defines transnission of |Pv6 Packets over Ethernet
Networks. In this document, encapsulation of |Pv6 packets into
Et hernet franes and nmapping rules for |Pv6 address to Ethernet
address (i.e. MAC address) MJST foll ow [ RFC2464] .

9.2.1. Router Discovery, Prefix Discovery and Paraneter D scovery
Rout er Di scovery, Prefix Discovery and Paraneter Di scovery procedures
are achi eved by receiving Router Advertisenment nmessages. |In this
speci fication, SSs perform above the discovery process by solicited
Rout er Adverti senment nessages because periodic Router Advertisenent
messages are di scarded on the network-side bridge follow ng the
Br oadcast Data Forwarding Rules in Section 6.1.2.

9.2.2. Address Configuration

9.2.2.1. Stateful Address Autoconfiguration

When the’M flag in the received RAis set, a SS SHOULD perform
stateful address configuration according to [RFC3315]. In this case,
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an AR supports DHCPv6 server or relay function
9.2.2.2. Statel ess Address Autoconfiguration

SS SHOULD derive its global |1 Pv6 addresses based on prefix and EU -
64-derived interface identifier and then confirmed through Duplicate
Address Detection (DAD) as specified in [ RFC4862] and [ RFC4861].

9.2.3. Address Resol ution

SS SHOULD send Nei ghbor Solicitation destined for solicited-node
address corresponding to the target address in order to deternine the
MAC address of a neighbor and then resol ve the MAC address by

recei ving Nei ghbor Advertisenent as specified in [ RFC4861].

9.3. Mximum Transm ssion Unit Consideration

[ RFC2460] mandates 1280 bytes as a m ni num Maxi num Transni ssi on Unit
(MIU) size for link layer and recommends at |east 1500 bytes for |Pv6
over Ethernet transm ssion. [RFC0894] al so specifies 1500 bytes as a
maxi mum | ength of |1 Pv4 over Ethernet and encourages to support full-

| ength packets. Therefore, |EEE 802.16 franme SHOULD support for
carrying 1518 bytes payl oad that includes 18 bytes Ethernet header
and 1500 bytes | P packet.

In the depl oynent scenarios of |IP over Ethernet over |EEE 802.16, it
is likely that the link between BS and network-side bridge is

i npl emented by GRE or VLAN because the W MAX Forum has chosen GRE for
the mobile WMAX architecture and VLAN works well with conventiona

Et her net technol ogi es.

In the case of GRE-based inplenentation, it does not introduce
addi tional considerations for MU size. GRE is able to carry any
size of packet as IPis able to fragment and reassenbl e packets
exceedi ng the MIU of the underlying transport.

However, when VLAN is inplemented in the Iink between a BS and a

net wor k- si de bridge, there may be restrictions on the supported
packet size. The bridge adds VLAN tags to untagged Ethernet frane
and increases the length of the original Ethernet frane by 4 bytes
each VLAN tag, which may cause the Ethernet franme to be discarded in
the link between the bridge and an AR Therefore, the network
operator should consider the size of stacked VLAN tags when

i mpl ementing VLAN and setting the MIU of the link. 1In |IPv6 case, the
AR can advertise the MIU through router advertisenent as defined in
[RFC4861]. If MIU is advertised through router advertisenent, the SS
SHOULD use the MIU fromthe router advertisenent.
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10. | ANA Consi derations

Thi s docunment has no actions for | ANA

11. Security Considerations

Thi s docunment does not introduce new vulnerability to operations of
| Pv4 over Ethernet and | Pv6 over Ethernet. [RFC3971] can be adopted
for securing nei ghbor di scovery processes.
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Appendi x A Milticast CI D Depl oyment Considerations

| EEE 802.16 allows for downlink ClDs associated to multiple SSs to
support efficient transport of multicast and broadcast data.
Broadcast ClDs are used by | EEE 802.16 for MAC signaling nessages
i ke frame synchronization or nessages describing the allocation of
tones within a frame to particular CIDs. Such information is
transferred over a broadcast connection and received by all

associ ated subscriber stations in parallel. It is also possible to
establish multicast connections by assigning a downlink CIDto a
nunber of subscriber stations. MAC nessages sent to a CIDwith

mul tiple subscribers are received and decoded in parallel by

subsci bed stations.

Multicast CIDs are highly efficient neans to distribute the sane
information in parallel to a high nunber of subscribers under the
same base station. The deploynent of nulticast CIDs for mnulticast
and broadcast services requires a standardi zed mechani sm for

est abli shing and maintaining the nmulticast ClDs and the association
of the multicast CIDs with nmulticast and broadcast services. Such a
protocol is not yet avail able but under devel opnment by the Networking
Wor ki ng Group of the W MAX Forum
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A drawback of nulticast ClDs for Ethernet over | EEE802.16 is the
unidirectional nature of nulticast CIDs. Wile it is possible to
mul ticast information dowmnstreamto a nunber of stations in parallel
there are no upstream nulti cast connections. |In upstreamdirection
uni cast ClDs have to be used for sending nulticast nessages over the
air to the basestation requiring a special nulticast forwarding
function in the BS for sending the informati on back to the other SSs
on a multicast CID. Wiile simlar in nature to a bridging function
there is no appropriate available. Unfortunately |EEE802.1D cant be
appl i ed because it relies on unicast connections or bidirectiona

br oadcast connecti ons.

A further drawback of deploying nulticast ClDs for distributing
broadcast control nessages like ARP requests is the inability to
prevent the wake-up of dormant-nbde SSs by nmessages not ained for
them \Wienever a nessage is sent over a nulticast CID, all

associ ated stations have to power up and receive and process the
message. Wile this behavior is desirable for nmulticast and
broadcast services, it is harnful for link |ayer broadcast contro
messages ainmed for a single station, |like an ARP Request. All other
stations are wasting scarce battery power for receiving, decoding and
di scardi ng the nmessage. Low power consunption is an extrenely

i mportant aspect in a wireless commnication systemand it is
necessary to protect subscriber stations fromdenial of service
attacks by wasting battery power due to nalicious ARP requests.

Furthernmore it should kept in mnd that nulticast CIDs are only
efficient for a |large nunber of subscribed stations in a cell. Due
to inconpatibility with advanced radi o | ayer al gorithns based on
feedback i nformation fromthe receiver side, nulticast connections
requi re much nore radi o resource for transferring the same
information as a uni cast connections

Appendi x B. Distributed Bridgi ng Considerations

A large Ethernet link can be realized by cascadi ng smaller bridges.
Thi s behavior woul d all ow t he network-side bridging function to be
realized by a bridge connecting bridges integrated with the BSs.
While this works for the plain Ethernet behavior, it introduces sone
drawbacks and even potential security threats for the transni ssion of
| P over Ethernet over | EEE 802. 16.

The Proxy ARP function described in Section 6.4 prevents that ARP
broadcast nessages have to be forwarded to each of the associated
SSs, when the ARP proxy is aware of the existence of the queried IP
address at one of the bridge ports. |[If the queried |IP address is not
known to ARP proxy the bridge has to flood all its ports with the ARP
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request .

Distributing the bridging function into the BSs would inply that the
Proxy ARP function is split into multiple Proxy ARP functions each
knowi ng only about the subset of the I P addresses, which are directly
connected by the BS. |P addresses belonging to the sane |ink but
bei ng connected to other BSs woul d not be known to the Proxy ARP
functions and woul d cause that ARP requests for these |IP addresses
are broadcasted to all SSs. This causes a huge waste of radio
resources for transmtting ARP requests and potentially nore critica
even, it would waste scarce battery power in the SSs.

A malicious user would be able to deploy this behavior for denial of
service attacks by exhausting the batteries of SSs by just sending
ARP Requests.

Aut hors’ Addr esses

HongSeok Jeon

El ectroni cs Tel econmuni cati ons Research Institute
161 Gaj eong-dong, Yuseong-gu

Daej eon, 305- 350

KOREA

Phone: +82-42-860-3892

Emai | : hongseok. j eon@mai | . com
Max Ri egel

Noki a Si enens Net wor ks
St-Martin-Str 76

Muni ch, 81541

Cer many

Phone: +49-89-636-75194
Emai | : maximilian.riegel @sn.com

SangJi n Jeong

El ectroni cs Tel ecommuni cati ons Research Institute
161 Gaj eong-dong, Yuseong-gu

Daej eon, 305- 350

KOREA

Phone: +82-42-860-1877
Enmai |l : sjjeong@nuail.com

Jeon, et al. Expi res June 16, 2008 [ Page 21]



Internet-Draft | POEt h over | EEE 802. 16 Decenber 2007

Ful I Copyright Statenent
Copyright (C) The IETF Trust (2007).

This docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunment and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR |'S SPONSCRED BY (I F ANY), THE | NTERNET SCCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF
THE | NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPGCSE.

Intellectual Property

The |1 ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that might be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be avail able; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe I ETF on-line I PR repository at
http://ww.ietf.org/ipr.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the information to the |IETF at
ietf-ipr@etf.org.

Acknow edgrent

Funding for the RFC Editor function is provided by the | ETF
Admi ni strative Support Activity (1ASA).

Jeon, et al. Expi res June 16, 2008 [ Page 22]






